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Abstract
We analyzed TiO₂ thin films etched with capacitively coupled plasma etching apparatus by near edge X-ray absorption fine structure (NEXAFS) method. As a result, spectral change due to disordering of the crystalline structure was observed by TFY method (including visible light) in the sample treated with higher gas pressure. We also found that disordered Ti-L₂,₃ spectra of etched sample recovered to as-grown-like by irradiation with soft X-rays. Furthermore, the spectra of recovered samples were returned to disordered shape by exposing the sample to air or keeping in vacuum for a long time. On the other hand, the spectra that measured by TFY method excluding visible light emission was not changed due to the etching and the soft X-ray irradiation.

Introduction
TiO₂ is known not only photocatalytic material but also high dielectric constant material. Therefore, TiO₂ is expected to apply as MOS gate oxide film because of its high dielectric constant. To use TiO₂ as MOS gate film, it has to be processed by etching. However, there are a few reports about the effect of etching damage to TiO₂ thin films by etching process. Therefore, we analyzed the effect of etching damage to TiO₂ samples by NEXAFS method. We have found the phenomenon during the analyzing process that disordered NEXAFS spectra of the etched film recovered to as-grown-like by irradiation with soft X-rays[1],[2].

The purpose of this study is the elucidation of the phenomenon that NEXAFS spectra of etched TiO₂ thin film recovered by soft X-ray irradiation. We investigated the spectral recovery condition of the etching damage. For example, recovery of the spectra was studied for irradiation condition, and compared between the presence and absence of visible light emission.

Experiments
TiO₂ thin films (anatase) were deposited on a glass substrate (Corning 1737) by facing cathodes DC magnetron sputtering system. We used capacitively coupled plasma etching apparatus (Tokushima Univ.) to etch the samples. The etching gas was N₂, and its pressure and etching time were 100 mTorr and 60 minutes, respectively. These samples were analyzed by NEXAFS method conducted at the beamline BL09A in the NewSUBARU synchrotron radiation facility[3]. NEXAFS method can obtain the information of chemical state or local structure around the element selectively and non-destructively by measuring an absorption edge of any element in the sample. The measurements were carried out with total electron yield (TEY) method (surface sensitive) and total fluorescence yield (TFY) method (bulk sensitive) at the Ti-L₂,₃ edges (443 ~ 496 eV)[4]. TFY measurement was carried out with two types of photodiodes. One can cut off visible light by aluminum coating (PD-1), another is uncoated (PD-2). Therefore, it can investigate presence or absence of visible light emission.

Results
As shown in Fig.1 (a), the spectra of etched sample measured by TEY method changed that the peak near 467 eV became lower compared with as-grown sample. However, the spectra of the etched sample recovered to as-grown-like by soft X-ray irradiation (undulator light source, tens of W/cm²) for 1 minute. As shown in Fig.1 (b), the spectra of as-grown sample and etched sample measured by TFY (PD-1) method changed that the peak became lower on the whole absorption region. And the spectra of etched sample were not changed by soft X-ray irradiation. The spectra of etched sample measured by TFY (PD-2) method were the same spectra measured by PD-1 as shown in Fig.1 (c) (middle). However, the spectra of the etched sample recovered to as-grown-like by soft X-ray irradiation for 3 minutes as shown in Fig.1 (c) (higher).

The spectra of as-grown sample and etched sample measured by TFY (PD-1) method were affected by self-absorption which was specific to TFY method. On the other hand, the spectra of etched sample measured by TFY (PD-2) method (middle) was affected by self-absorption, but spectra of as-grown sample (lower) and irradiated sample (higher) were TEY-like without the influence of self-absorption. Thus, we found that the spectra of the etched sample recovered to as-grown-like by soft X-ray irradiation. Fig.2 shows the recovery process of the NEXAFS spectra by soft X-ray irradiation measured with TFY (PD-2) method. The spectrum of etched sample gradually became as-grown-like by soft X-ray irradiation (496 eV; tens of mW/cm²) for 5 ~ 25 minutes.
The recovered spectra of the samples were returned to disordered shape by exposure to air or keeping about three days in vacuum. After returning to the disordered shape, the spectrum changed to as-grown-like again by re-irradiation with soft X-rays. Therefore, the recovery phenomenon is not a permanent change but is a reversible change.

In the etched sample, the bonding orbital around the Ti atoms should be disturbed by generation of oxygen vacancies. The spectra should be disturbed by disarray of crystalline structure. Presumably, the spectra should be recovered by trapped electrons to compensate the defective part. Based on these speculation, we considered that the mechanism of recovery phenomenon is related to the influence of secondary emission. First, we thought about the recovery in TEY method as follows. Electrons from electron-hole pairs generated by the soft X-ray irradiation should be trapped in oxygen vacancies (defects) generated by plasma etching. As a result, it became easier to emit photoelectron by decreases of scattering by the defects. Second, we thought about recovery in TFY method as follows. Spectra of etched sample change to spectra of self-absorption type by suppression of secondary photoemission from as-grown sample. However, the spectra became non-self-absorption (normal) type by change to easily emit light again due to the influence of electrons trapped in the oxygen vacancies. From the measured results of PD-1 and PD-2, the light emissions should be the visible and ultraviolet region, which were cut off by aluminum coating. We considered that the recovery phenomenon is not a permanent change, it returned to disturbed spectra again due to the trapped electrons react with water and oxygen in air or lifetime of the electrons trapped by oxygen vacancies.
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Fig.1  Ti-L₂,₃ NEXAFS spectra of etched TiO₂ thin films (a): TEY method and (b): TFY (PD-1, Al coated) method and (c): TFY (PD-2, non-coated) method.

Fig.2  Recovery of Etching Damage by Soft X-ray Irradiation.
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Abstract
We found that soft x-ray absorption fine structure for $M_{4,5}$ edge of Tin was effective for investigating the oxidation states on the surface. Using this method, we have investigated the oxidation state of Sn plate whose surface was processed by the wet thermal oxidation and have found that the oxidation state on the surface became SnO.

Introduction
Tin (= Sn) is widely used for contact materials such as the electroplated layer on the connector and solder. The solder, for example, is an alloy whose main component is Sn. The solder is often used for the connection between the electric parts and the printed circuit in the electric products. The resistivity on that connected regions influences the electric properties. This resistivity depends on the oxidation states of the solder. Therefore, to investigate the oxidation state on the surface region is necessary to develop the process for decreasing the resistivity.

There are some methods for analyzing the oxidation states, for example, the x-ray photoelectron spectroscopy (XPS), the cyclic voltammetry (CV), and so on. XPS can detect the several nm thickness oxidation layers on the surface. However, it is difficult to distinguish the oxidation states between SnO and SnO$_2$, because the peak positions of the photoelectron spectra for these Sn compounds are very close to each other. CV also can detect the oxidation states. However, it is difficult to investigate the particular region like the surface layer.

We focused on x-ray absorption fine structure (XAFS) which is useful to investigate the chemical state. XAFS spectrum is obtained by measuring the absorbance for the incident x-ray. The absorbance is obtained by measuring the number of the auger electrons, the photo currents, the fluorescence x-ray intensity, and so on, because these signals are in proportion to the absorbance. In addition, the effective depth of the signal for these probes are different each other. This indicates that the analysis depth can be controlled by using them properly.

We tried to investigate the native oxide of Sn plate at BL16B2 of SPring-8 by the conversion electron yield (CEY) which is the surface sensitive method in XAFS and utilizes the auger electrons. Although we obtained the Sn $K$ edge XAFS spectrum, it was almost the same to that of Sn metal. The native oxide couldn’t be detected because the energy of the auger electrons was probably high. Therefore, XAFS measurement using the Sn $M_{4,5}$ absorption edge in soft x-ray region could be effective for overcoming that issue and investigating the oxidation state on the surface more sensitive.

In this report, we have considered the XAFS measurement with Sn $M_{4,5}$ absorption edge for the oxidation state analysis on the surface region, using the highly brilliant soft x-ray of NewSUBARU.

Experiments and Results
Five samples were prepared, as listed in Table I. Sample A1 and A2 were SnO and SnO$_2$ powder as standard, which were fixed on the carbon tape, respectively. Sample B1 and B2 were Sn powder and Sn plate, respectively. Sample C was Sn plate whose surface was processed by the wet thermal oxidation. This process imitated a use environment. The surface of the sample B2 and C was connected to the ground by using the carbon tape to prevent the charge-up phenomenon.

We performed the XAFS measurements using soft x-ray from the synchrotron radiation source at BL9A of NewSUBARU. Figure 1 was the schematic picture of BL9A measurement system. We used the Sn $M_{4,5}$ absorption edge (= 484 eV). Therefore, the excited x-ray energy was varied between 480 and 505 eV with an interval of 0.12 eV. The undulator gap was set to 34.5 mm so that the incident x-ray intensity became stronger in the above energy regions. The grating and exit slit were set to 1200 lines/mm and 50 μm, respectively. The incident x-ray intensity (I0) was monitored with the photo currents on the gold-mesh using Keithley6514 type picoammeter. XAFS measurements were performed in a total electron yield (TEY) which

<table>
<thead>
<tr>
<th>Sample</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>SnO powder fixed on carbon tape (standard)</td>
</tr>
<tr>
<td>A2</td>
<td>SnO$_2$ powder fixed on carbon tape (standard)</td>
</tr>
<tr>
<td>B1</td>
<td>Sn powder fixed on carbon tape</td>
</tr>
<tr>
<td>B2</td>
<td>Sn plate</td>
</tr>
<tr>
<td>C</td>
<td>Sn plate with the wet thermal oxidation process</td>
</tr>
</tbody>
</table>

Table I. Prepared Samples
is the surface sensitive mode and utilizes the photo currents. The current (I1) was monitored with a Keithley6517A type picoammeter.

Figure 2 (a) shows the Sn $M_{4,5}$-XAFS spectra of standard sample A1 and A2 obtained by TEY. Comparing with these two spectra, the XAFS spectrum of SnO has the characteristic peak at 486 eV. On the other hand, that of SnO$_2$ has the characteristic peak at 490 and 501 eV. These characteristic peaks indicate that the oxidation states of Sn are distinguished clearly by using $M_{4,5}$-XAFS spectra.

Figure 2 (b) and (c) show the Sn $M_{4,5}$-XAFS spectra of sample B1 and B2. We found that the XAFS spectrum of sample B1 has three characteristic peaks at 486, 490, and 501 eV. While, that of sample B2 has only one characteristic peak at 486 eV. This indicates that the surface oxidation state of Sn powder, sample B1, was mixed with SnO and SnO$_2$. On the other hand, that of Sn plate, sample B2, was only SnO. These surface oxidation states probably show the native oxide layer. Above results indicate that Sn $M_{4,5}$ XAFS measurement in TEY is effective for the investigation of the oxidation states on the surface of Sn compounds.

Finally, we have applied the above method to sample C. Figure 2 (d) shows the Sn $M_{4,5}$-XAFS spectra obtained by TEY. We found that the spectrum was almost the same to that of SnO. In short, the oxidation state became SnO by the wet thermal oxidation process.

In summary, we have considered how to investigate the surface oxidation states of the Sn compounds, and have found that the XAFS measurement by TEY with Sn $M_{4,5}$ absorption edge was effective. We have successfully obtained the Sn $M_{4,5}$-XAFS spectra from the native oxide layer of Sn plate and Sn powder. The oxidation state of Sn plate and Sn powder were SnO and the mixture with SnO and SnO$_2$, respectively. Using this method, the effect of the wet thermal oxidation process to Sn plate has been investigated. It has been found that the surface oxidation state became SnO.
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Surface analysis of GaN treated by Ar ion beam etching
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Abstract
To understand how would change the surface composition and the etching depth, the surface of n-GaN was etched by Ar ion beam. The etched surfaces were analyzed by two-beam interference microscope, X-ray photoelectron spectroscopy (XPS) and soft X-ray absorption spectroscopy (XAS) methods. The etching rates of n-GaN were about 0.13 nm/min and 0.97 nm/min at the acceleration voltage of 0.5 kV and 1.0 kV, respectively. The surface composition of etched n-GaN changed to Ga-rich as the N/Ga ratio shifts to about 0.5. The relative oxygen content increased about 3 times. The shape of the Near Edge X-Ray Absorption Fine Structure (NEXAFS) of the N-K edge measured by TEY method changed with increasing acceleration voltage and processing time. The appeared peak around 402 eV is explained by formation of N_2 molecules on the sample surface. The disturbance of crystal structure did not occur in deeper region greater than 5 nm.

Introduction
Gallium Nitride (GaN) is expected as semiconductor materials used for power electronic devices and light emitting devices because the band gap of GaN is large and interatomic distance is short. In order to improve the performance of the devices, suppression of etching damage to a circuit during processing is important. However, understanding of reducing the damage to the surface by etching is still insufficient. On the other hand, it is necessary to know the changes in properties of the material by ion beam etching, because ion beam etching is used for depth analysis in materials. Therefore, in this study, we investigated how would change the surface composition, the etching depth, and surface structure when n-GaN was etched by ion beam.

Experimental Methods
The sample was Si dope n-type GaN grown on a sapphire substrate by MOCVD. Etching of n-GaN was carried out using Ar ion beam, the gas pressure of which was 50 μTorr. Filament current of the ion gun was 25 mA. Acceleration voltage was changed in the range of 0.5-1.0 kV. Processing time was changed up to 3 hours. A part of the n-GaN sample surface was covered with metal mask to make a step by etching. Further, we investigated the etching depth of a Si wafer to compare the etching rate. After the etching, n-GaN was exposed to atmosphere. We measured etch depth with using two-beam interference microscope.

The composition change of the etched n-GaN surface was analyzed by an XPS method. All XPS spectra were obtained using Shimadzu ESCA-1000 System with a Mg-Kα radiation (hν=1253.6 eV). The N/Ga ratio on the surface was determined from the integrated intensities of Ga3s and N1s peaks. The relative composition deviation was calculated with the N/Ga ratio of the as-grown sample is one.

NEXAFS spectroscopy was conducted at nitrogen K-edge soft X-ray absorption to analyze etching damage. The NEXAFS measurement was carried out at the analyzing station of beamline 9, at the NewSUBARU synchrotron radiation facility at the University of Hyogo. The measurement was carried out by total electron yield (TEY) method in a sample current mode and total fluorescence yield (TFY) method. In TFY method, we measured the amount of fluorescence with an Al-coated photodiode in order to cut off visible light emission[1]. Both measurements were carried out simultaneously for
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the same sample at the same position. TEY method can get information on a shallow region of less than about 5nm from the sample surface because of the short escape length of photogenerated electrons. On the other hand, TFY method can get information on a deeper area (bulk) of the sample of more than 100 nm because X-ray fluorescence comes out from deeper place in the sample compared to electrons.

**Results**

Figure 1 shows the time dependence of the etch depth of the n-GaN and Si. The etch depth of the n-GaN samples increased almost linearly with increasing the processing time. The etching rate of n-GaN were about 0.13 nm/min at the acceleration voltage of 0.5 kV and about 0.97 nm/min at 1.0 kV. The etching rate of Si was about 0.38 nm/min at the acceleration voltage of 1.0 kV. In the n-GaN samples, the etching rate of 1.0 kV was 7.3 times greater than the case of 0.5kV. The etching rate of n-GaN was 2.5 times greater than that of Si. Binding energy of Ga-N and Si-Si are about 9.0 eV [2] and 3.5 eV [3], respectively. Therefore, we have expected that Si would be etched with higher rate. However, in this study, it was found that the etching rate of n-GaN was higher than that of Si. This is a very interesting result. We will continue to clarify the reason why the etching rate of n-GaN is higher than that of Si, in the future.

Figure 2 shows the composition (N/Ga ratio) and the relative oxygen content of the n-GaN surfaces at the acceleration voltage of 1.0 kV, obtained by XPS method. N/Ga ratio was about 0.5 comparing with that of the as-grown sample in all the etching time. The relative amount of oxygen was about 3 times greater comparing with the as-grown sample in all the etching time.

Figure 3 shows the NEXAFS spectra of N-K edge of the n-GaN sample measured by TEY method at the soft X-ray incident angle of 90° from the surface. Figure 3 (a) and (b) show the NEXAFS spectra at the acceleration voltage of 0.5 kV and 1.0 kV, respectively. As shown in Fig. 3, the peak at 403 eV and the spectral shape of other peaks are smoothened when processing time is increased. It indicates that the crystal structure of the n-GaN surface was distorted. In addition in the case of 1.0 kV, a change in the spectral shape was greater than that of 0.5 kV. In TFY method, the spectral shape of overall was not changed with changing in the accelerating voltage (not shown here). It indicates that the disturbance of crystal structure was restricted at the surface.

As shown in Fig. 3 (b), a new peak was formed at the vicinity of 402 eV with increasing in the etching time of 1 and 2 hours. The peak decreased when etching time is increased to 3 hours. The peak around 402 eV is a spectrum derived from N$_2$ molecules [4]. N$_2$ molecules were produced on the sample at the early stage of etching, and desorbed when etching time increased.
Discussion

We consider the changes in the structure of n-GaN by Ar ion beam etching. First, N was selectively etched from the surface of the sample by ion beam etching, and the sample surface became gallium rich. After that, N/Ga ratio became constant at about 0.5 because the selective etching of nitrogen is suppressed by the impinging of Ar ion to more Ga. From the results of TEY method, the disturbance of crystal structure of the sample surface occurs when n-GaN surface is etched. From the results of TFY method, the disturbance does not occur in the deep place from the surface.
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Fig.3. NEXAFS spectra of nitrogen K-edge of n-GaN etched by Ar ion beam, obtained by the TEY method at the soft X-ray incident angle of 90° from the surface. (a) Acceleration voltage of 0.5kV. (b) Acceleration voltage of 1.0kV.
NEXAFS Study on Soft X-ray Irradiation Effect on Highly Hydrogenated Diamond-like Carbon Films
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Abstract
Structure changes of a hydrogenated diamond-like carbon (H-DLC) film exposed to synchrotron radiation (SR) in the soft X-ray region were investigated by near-edge X-ray absorption fine structure (NEXAFS) spectroscopy using synchrotron radiation. We found that structure of H-DLC films by the SR exposure is greatly modified. The $sp^2/(sp^2+sp^3)$ ratio of C atoms in the H-DLC films, which is quantitatively analyzed from NEXAFS spectra, increased with SR dose.

Introduction
Diamond-like carbon (DLC) films have excellent properties including high hardness, a low friction coefficient, high abrasion quality, a gas barrier, chemical inertness, and surface lubrication and are therefore being utilized as coating materials on automobile parts, hard disks, artificial blood vessels, edged tools, and food containers. Film-forming methods affect the properties of DLC films differently, and thus a wide variety of DLC films have been developed. DLC films are expected to be used in outer space as a lubrication substitution for oil, which cannot be used in vacuums [1-2].

DLC films are generally known to be durable against X-ray exposure [3]. However, it has recently been reported that soft X-ray exposure on highly hydrogenated DLC (H-DLC) films leads to desorption of hydrogen and an increase in film density and refractive index [4-5]. Clarification of the effect of soft X-ray exposure on DLC films is necessary to ensure that DLC films can be used in outer space safely.

In this study, we investigated the modification processes by soft X-ray exposure on H-DLC films. Specifically C-K edge NEXAFS spectra of H-DLC films were measured using SR, and the $sp^2/(sp^2+sp^3)$ ratio of C atoms in the H-DLC films were obtained.

Experiments
200-nm-thick H-DLC films were deposited on Si wafers by using an amplitude-modulated RF plasma-enhanced CVD method. This method enables the deposition of DLC films containing a lot of hydrogen. The hydrogen content of H-DLC films was estimated to be $\approx$50 at.% by using the combination of Rutherford backscattering spectrometry (RBS) and elastic recoil detection analysis (ERDA) techniques [6].

The SR irradiation of the H-DLC films was carried out at BL06 of the NewSUBARU synchrotron facility. The SR at the BL06 sample stage had a continuous spectrum from IR to soft X-rays, lower than 1 keV. This includes 300 eV, which is the ionization energy of a carbon K shell. As a result, the K-shell electrons of the C atoms could be excited by the SR at BL06. During this experiment, the electron energy of the NewSUBARU ring was 1.0 GeV. The BL06 sample stage was room temperature and the pressure in the chamber was the order of $10^{-5}$ Pa. An SR dose [mA・h] is derived from the product of the ring current [mA] and exposure time [h].

NEXAFS spectra were measured by total electron yield (TEY) method at BL09A of the NewSUBARU. This measurement enabled us to know information on the local structure near surface of sample. The SR exposure to sample carried out at magic angle (54.7°) with respect to the surface of the sample. The measured energy range in the experiment was 270-330 eV of C-K edge, and the energy resolution was about 0.5 eV.

Results and discussion
Figure 1 shows C-K edge NEXAFS spectra of H-DLC films exposed to the SR, that of the H-DLC film before exposure and that of a commercial DLC film as a typical DLC films. This commercial DLC film was deposited on 200 nm-thick on Si wafers by using ion plating method and it was named an IP-DLC film. A sharp $\pi^*$ peak observed at 285.38 eV is ascribed to C1s$\rightarrow$$\pi^*$ resonance transition originating from carbon double bonding. A broad $\sigma^*$ peak observed at about 285-310 eV is ascribed to C1s$\rightarrow$$\sigma^*$ resonance transition.

In the C-K edge NEXAFS spectrum of H-DLC before exposure, specific peaks were observed at around 290 eV and 300-305 eV unlike IP-DLC as shown in Fig. 1. Intensity of these specific peaks in spectrum of H-DLC films became to decrease with increasing of the SR dose, and these peaks in spectrum of the H-DLC films after 200 mA・h SR dose exposure disappeared. As a result, this spectral feature of the H-DLC films after the SR exposure of more than 200 mA・h became to resemble that of IP-DLC film. That means the SR exposure to H-DLC films led to the structural change close to typical DLC films. These changes of C-K edge
NEXAFS spectra are considered to correspond to hydrogen desorption from films. In addition, these changes occurred at the SR exposure less than 200 mA·h. Specific peaks observed in the C-K edge NEXAFS spectrum of H-DLC films before exposure are ascribable to hydrogen bond in H-DLC films.

Figure 2 shows the SR dose dependence of \( \frac{sp^2}{(sp^2+sp^3)} \) ratio of H-DLC films. These ratios were quantitatively estimated by C-K edge NEXAFS spectra of H-DLC films in Fig. 1. The amount of \( sp^2 \) bonded carbon atoms can be extracted by normalizing the area of the resonance corresponding to 1s→\( \sigma^* \) transitions at 285.4 eV with the area of a large section of the spectrum. The absolute \( sp^2/(sp^2+sp^3) \) ratio was determined by the comparison with that from the NEXAFS spectrum of graphite.

The \( sp^2/(sp^2+sp^3) \) ratio of H-DLC films before exposure was \( \approx 0.33 \) and it increased rapidly with SR dose in the region less than 200 mA·h. However the SR dose above 200 mA·h, the \( sp^2/(sp^2+sp^3) \) ratio was approximately constant at \( \approx 0.50 \).

Conclusions

In the C-K edge NEXAFS spectra of H-DLC films before exposure, specific peaks were observed. The structure of this spectra greatly changed in the SR dose region less than 200 mA·h. As a result, the C-K edge NEXAFS spectra of H-DLC films became to resemble that of IP-DLC film, which can be regarded as a typical DLC film.

The \( sp^2/(sp^2+sp^3) \) ratio increased rapidly from \( \approx 0.33 \) to \( \approx 0.50 \) by the SR exposure to H-DLC of 200 mA·h. It was constant at \( \approx 0.50 \) in the SR dose region over 200 mA·h.
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Abstract

Irradiation effect of an atomic oxygen beam on Si-doped Diamond-Like Carbon (Si-DLC) films was investigated by the measurements of near edge X-ray absorption fine structure (NEXAFS) spectra and X-ray photoelectron spectra (XPS). We found that carbon atom in the Si-DLC film was desorbed from surface and silicon oxide was formed on the Si-DLC surface by the irradiation of atomic oxygen. On the other hand, it was concerned that no change in the thickness of Si-DLC film occurred by the irradiation of atomic oxygen from the Rutherford backscattering spectrometry (RBS) study.

Introduction

Diamond-like carbon (DLC) films are expected to use as lubrication materials in space, where oil cannot used, because they exhibit excellent low friction properties both in a vacuum and in air. The region less than 2000 km above the ground, where almost artificial satellites are positioned, is called “low Earth orbit (LEO)”. In this orbit, artificial satellites and spacecrafts are exposed to atomic oxygen, which is the dominant species in the upper atmosphere of the Earth. However, it was found that DLC films were etched by the collision with atomic oxygen in our previous work1). Recently, Si-doped DLC films have been widely used due to their oxidation resistance. In the present study, we investigated the resistance of Si-DLC film against atomic oxygen and elucidated the mechanism of this durability, to use Si-DLC film as lubrication material in LEO.

Experiments

Si-DLC films were deposited on a Si substrate by plasma-enhanced chemical vapor deposition (PE-CVD). These Si-DLC films consist of ≈50 % hydrogen and ≈10 % Si. We exposed Si-DLC films to an atomic oxygen beam with an collisional energy of 5.46 eV, which corresponded to the collisional energy at LEO, by laser detonation-type beam apparatus (Kobe University)2). In the present study, the fluence of atomic oxygen beam exposed to Si-DLC film corresponded to 1.16 × 10¹⁷, 3.52 × 10¹⁷, 1.16 × 10¹⁸, and 1.16 × 10¹⁹ atoms cm⁻².

We investigated the effect of atomic oxygen exposure on the Si-DLC films by measuring the NEXAFS spectra and RBS spectra. The measurement of NEXAFS spectra were carried out at beamline 09A in the NewSUBARU synchrotron radiation facility. Film thickness of the Si-DLC surfaces was estimated by RBS measurement using electrostatic tandem foundation graph accelerator 5SDH (Kobe University).

Results

Variations in the local structure of the Si-DLC film due to the exposure to an atomic oxygen beam are discussed on the basis of the NEXAFS measurements. Fig. 1 shows the C K-edge NEXAFS spectra of Si-DLC films exposed to an atomic oxygen beam with that of a Si-DLC film before exposure. The spectrum of SiC powder is also shown for a reference. The resonance peak at 285.4 eV was ascribed to the transition from the C 1s level to unoccupied π* orbit principally originated from sp²(C=C) sites. The broad band observed in the photon energy region of 290-320 eV was ascribed to the transitions from C 1s level to unoccupied σ* states.

With increasing of fluence of atomic oxygen, the intensity of the sharp peak at 285.4 eV decreased, and spectral shape of broad peak at 290-320 eV became sharper. When the fluence of atomic oxygen was beyond 1.16 × 10¹⁹ atoms cm⁻², the C K NEXAFS spectrum of Si-DLC film resembled well the spectrum of SiC powder. From this observation, the dominant species bonding to C atom in the Si-DLC can be considered to change from C=C sites from Si-C sites.

Fig. 1 C K-edge NEXAFS spectra of Si-DLC films and SiC powder
This conclusion was supported from the measurement results of O K-edge and Si L-edge NEXAFS spectra. From the measurement of O K-edge NEXAFS spectrum, intensity of the peak derived from SiO$_2$ increased with fluence of atomic oxygen. After the irradiation of atomic oxygen beyond $1.16 \times 10^{19}$ atoms cm$^{-2}$, the spectral features of O K NEXAFS spectrum of Si-DLC film changed into a similar shape with the spectrum of SiO$_2$. In the Si L-edge NEXAFS spectrum of the Si-DLC film before exposure, most of structural peak was not observed as well that of SiC powder. With fluence of atomic oxygen, structural peaks were observed in the Si L-edge NEXAFS spectrum. After the irradiation of atomic oxygen beyond $1.16 \times 10^{19}$ atoms cm$^{-2}$, the spectral features of Si L NEXAFS spectrum of Si-DLC film changed into a similar shape with the spectrum of SiO$_2$. From these NEXAFS study, the Si atoms almost bonded with C atoms before exposure to an atomic oxygen beam and the Si atom bonding to O atom increased with the fluence of the atomic oxygen beam on the surface of Si-DLC films.

Elementary composition of the surface of Si-DLC films due to the irradiation of an atomic oxygen beam was estimated by the measurement of the XPS spectra. Fig. 2 shows the XPS spectra of the Si-DLC films before and after exposure to an atomic oxygen beam. Several peaks originating from C, Si, and O atoms, were observed in the spectrum of Si-DLC films before exposure. The peaks at 532, 235, 153, and 102 eV were assigned to the O1s, C1s, Si2s, and Si2p, respectively. After exposure to an atomic oxygen beam, the intensity of the peaks originating from the Si and O atoms increased and those originating from the C atoms decreased. The results of elementary analysis are listed in Table 1. The amounts of Si and O atom in the Si-DLC films increased with the fluence of the atomic oxygen beam. However, that of C atoms decreased monotonically.

These variation of elementary composition of the surface of Si-DLC films by the exposure to atomic oxygen beam can be considered as follows: C atoms decreased due to desorption from Si-DLC film by the irradiation of atomic oxygen, to form gas species, CO and/or CO$_2$. O and Si atoms increased due to the formation of Si oxide by the irradiation of atomic oxygen. Si oxide was not eliminated from Si-DLC film because it is solid, unlike oxide of C.

Variations in thickness of Si-DLC films due to the irradiation of an atomic oxygen beam were estimated by the measurement of RBS. Fluence dependence of film thickness was depicted in Fig. 3. Film thickness of DLC film, which did not include Si atom, was reported to decrease with atomic oxygen fluence$^1$, whereas that of Si-DLC film was constant after the exposure to atomic oxygen beam.

From these results, the C atoms on the Si-DLC surface were desorbed as the CO and/or CO$_2$, but Si atoms were remained on the Si-DLC surface as the SiO$_x$. It was interpreted that this SiO$_x$ layer disturbed the erosion of bulk film against atomic oxygen.
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Abstract
Near-edge X-ray absorption fine structure (NEXAFS) spectra of polymethacrylate, which has a hexamethylene spacer group terminated with a 4-oxycinnamic acid in its side chain (P6CAM), were measured at the C K-edge region. Several peaks in the NEXAFS spectra of photoaligned P6CAM films were observed and the resonances at 285 eV, 288 eV, and 293-305 eV were assigned to carbon 1s to $\pi^*$ of the phenyl rings, carbon 1s to $\pi^*$ of C=O, and carbon 1s to $\pi^*$ transitions, respectively. From the dependence on the incident angle of the linear polarized synchrotron radiation in the NEXAFS spectra of photoaligned P6CAM films, it was found that the liquid crystals orient perpendicular to the polarization direction of the UV light.

Introduction
Studies on the photoinduced orientation of the polymeric films have attracted significant attention for a potentially wide range of applications such as birefringent optical devices, the photo alignment layer of liquid crystal displays, optical memories, and holographic data storage devices [1-2]. Optical anisotropy of the polymeric films is created by irradiating the polarized UV light to the films. The polymethacrylate, which has a hexamethylene spacer group terminated with a 4-oxycinnamic acid in its side chain (P6CAM), is a photoactive liquid crystalline polymer comprised of cinnamic ester side groups as shown in Fig. 1. It was observed that the molecular orientation of photoactive liquid crystalline polymer controlled by the linearly polarized UV radiation and the subsequent annealing procedure [3-5]. In this study, we obtained the C K-edge NEXAFS spectra of P6CAM in order to investigate the molecular orientation at the near-surface of the photoactive liquid crystalline polymers.

Experiments
P6CAM were synthesized as described in a previous paper [3]. Thin films of P6CAM were prepared by spin-coating a tetrahydrofuran (THF) solution of polymers onto ITO coated SODA glasses. The thickness of the thin films was 170 nm. The photoaligned thin films of P6CAM were prepared by irradiating the linear polarized UV light to the films and by subsequently annealing at 180 °C for 10 minutes. After the procedures, the liquid crystal part of P6CAM reorients to the vertical to the polarization direction of the linear polarized UV light.

All NEXAFS spectra measurements were carried out using the BL-7B beamline of the NewSUBARU synchrotron radiation facility at the University of Hyogo. As an excitation source, linear polarized synchrotron radiation with photon energy ($h\nu$) range from 280 to 330 eV was used and the total energy resolution was about 0.5 eV. NEXAFS spectra were measured by the total electron yield method. The base pressure in the NEXAFS measurements chamber was 2×10^{-8} Pa. The sample could be rotated around a vertical axis to change the incident angle $\theta$ of the synchrotron radiation to the sample surface. The direction of the polarization in the synchrotron radiation was horizontal. To reduce the irradiation damage of the samples, the samples were cooled at about 80 K and NEXAFS spectra were recorded at this temperature. In addition, the sample was shifted to a different position after each measurement of the NEXAFS spectrum.

Results
Figure 2 shows the C K-edge NEXAFS spectra of photoaligned P6CAM films as a function of incident angle $\theta$ of the synchrotron radiation. NEXAFS spectra are aligned in increasing order of the incident angle $\theta$ from the bottom. The reoriented direction of the liquid crystal in P6CAM was parallel to the incident plane of the synchrotron radiation. The NEXAFS spectra were normalized by the edge-jump intensity. Two sharp peaks were observed at 285 and 288 eV were observed. In addition, two broad peaks were visible at 293-305 eV. With increasing the incident angle $\theta$, the intensity of the peak at 285 eV was remarkably decreased while the intensities of the peaks at 293-305 eV were increased. In the case that the reoriented direction of the liquid

Figure 1. Chemical structure of P6CAM.
Crystalline in P6CAM was perpendicular to the incident plane of the synchrotron radiation, the C K-edge NEXAFS spectra of photoaligned P6CAM thin films as a function of incidence angle $\theta$ of the synchrotron radiation was shown in Fig. 3. With increasing the incidence angle $\theta$, the intensity of the peaks at 285 eV was not changed while the intensities of the peaks at 293-305 eV were slightly increased. Thus, from the difference on the angular dependence of the NEXAFS spectra, it was confirmed the anisotropy of photoaligned P6CAM thin films. In the C K-edge NEXAFS spectrum, transitions from the C 1s orbital to the unoccupied $\pi^*$ and $\pi^*$ orbitals are observed at specified sites. In P6CAM, the resonances at 285 eV, 288 eV, and 293-305 eV correspond to carbon 1s to $\pi^*$ of the phenyl rings, carbon 1s to $\pi^*$ of C=O, and carbon 1s to $\pi^*$ transitions, respectively. Figure 4 shows the angular dependence of the $\pi^*$ resonance intensity in the parallel and perpendicular geometries for photoaligned P6CAM thin films. From the angular dependence of the $\pi^*$ resonance intensity, it was found that the liquid crystals orient perpendicular to the polarization direction of the UV light.
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The chemical reaction in EUV irradiation of the several photoacid generators (PAGs) which employed triphenylsulfonium (TPS) salts as the cation of PAG, is discussed on the basis of the analysis using the SR absorption spectroscopy in the soft x-ray region. The fluorine atoms of the anion PAGs which have the chemical structure of the imidate type such as TPS-Imidate-1, and TPS-Imidate-2 strongly decomposed under EUV exposure. In the case of these PAG type, it is found that in addition to the ionization reaction, the anion decomposition reaction originated by the photo excitation of the photoacid generator might occur under EUV exposures. Thus the sensitivity seemed to be high comparison to tri-phenylsulfonium perfluorobutanesulfonate (TPS-Nonaflate) under EUV exposure. In the case of tri-phenylsulfonium camphorsulfonate (TPS-Cs), the anion which does not contain fluorine seemed to be very stable under EUV exposure and the sensitivity is lower than TPS-Nonaflate.

Keyword: EUVL, chemically amplified resist, photoacid generator, decomposition of anion of PAG, SR absorption spectroscopy

1. Introduction

The extreme ultraviolet lithography (EUVL)¹ will be used from 16-nm node for the manufacturing semiconductor electronic devices such as memory and MPU devices. And according to the International Technology Roadmap for Semiconductors (ITRS), 8-nm node lithography is required from 2025.²

The top three issues of EUV lithography for high volume manufacturing (HVM) are 1) the achievement of the high power and a long term stable EUV source, 2) the fabrication of the defect free mask and its defect inspection and repair, and 3) the development of the EUV resist which has the high resolution, the high sensitivity, low line width roughness (LWR), and low outgassing and low carbon contamination, simultaneously.

To relax the specification of the EUV power and maintain the high-lithographic throughput, the high sensitive EUV resist is required. The low activation energy chemically amplified³-⁵ resist were performed for the high sensitive resist, but the LWR not refined.⁶ The LWR is one of the resist issues to maintain the device electric performance. There are many reports to improved LWR from resist material development. One is the application of compounds of low molecular weight and/or narrow polymer dispersity⁷-¹¹ and monomer resist¹²-¹⁷ may be one of the key concepts to resolve this issue due to its reduced molecular size compared with linear polymers against the intended feature print size.

There is a trade-off relationship between resolution, sensitivity, and LWR; so called RLS trade-off.¹⁸,¹⁹ Now the resolving this trade-off relationship 1X nm node and below becomes very significant and difficult issue.²⁰,²¹ Thus more fundamental resist studies for 1X nm and below is required to clarify the chemical reaction under EUV exposure.

To increase the sensitivity and decrease the
LWR, the acid production yield should increase. Although the acid production yield of the photoacid generator (PAG) of the chemically amplified resist had been studied\textsuperscript{22,23}, the requirement of the EUV resist was still not satisfied yet. Thus, more effective fundamental work should require to be clarified the chemical reaction under EUV exposure. The photo-ionization (ionization) reaction might be dominant and the secondary electron plays the important role in the chemical reaction under EUV exposure\textsuperscript{23}. In addition, we had found out that the decomposition reaction was occurred near the large photo absorption atom in the solvent, so called “solvent effect” \textsuperscript{24}. In the case of the PAG chemical reaction analysis in EUV irradiation, not only ionization reaction but also the direct excitation in EUV irradiation might be needed to achieve the high sensitive EUV resist. In the previous report, for resist which employed tri-phenylsulfonium cyclo(1,3-perfluoropropanedi-sulfone) imidate (TPS-Imidate-1) and tri-phenylsulfonium perfluorobutane-sulfonate (TPS-Nonaflate) as PAGs, the peak at the absorbance at 1156 cm\textsuperscript{-1} in the fourier transform infrared (FT-IR) spectra increased after EUV exposure\textsuperscript{25-29}. As a results of the electron orbital calculation using perturbation theory by the software code Gaussian03\textsuperscript{30}, the peak at approximately 1156 cm\textsuperscript{-1} in FT-IR spectra of resist A corresponds to the C-F bonding of the anion of TPS-Imidate-1. However, there was no change in the FT-IR spectra of resist which include TPS-Nonaflate, between before and after EUV exposure. As a result, the outgassing measurements and the FT-IR spectra measurements indicated that the EUV-induced reaction of TPS-Imidate-1 occurred more efficiently than that of TPS-Nonaflate. To clarify the difference of the anion decomposition, the analysis using SR spectroscopy is performed. This paper focused on the chemical reaction analysis of the model chemically amplified resists which contains several PAG on the basis of tri-phenylsulfonium by the SR absorption spectroscopic method\textsuperscript{25}.

2. Experimental

2.1. Materials for the Model Resists

The model resists which were employed in this study are shown in Table 1. The resists A, B, C, and D employed poly (hydroxystyrene-co-t-butylacrylate) (PHS-TBA) as the base polymer, and propyleneglycol monomethyletheracetate (PGMEA) as a solvent. The model resists A does not include any photoacid generator. Model resists, A, B, C and D employed TPS-Imidate-1 and TPS-Imidate-2, TPS-Nonaflate, and TPS-Cs as the photoacid generator, respectively. The PAG content\textsuperscript{#1} and content\textsuperscript{#2} ratio to the base resin such as PHS-TBA is approximately 2 mol\% and 6 mol\% of the base polymer for the sensitivity measurement and the SR absorption spectroscopy experiment, respectively. In sensitivity measurement, the PAG content\textsuperscript{#1} of 2 mol\% is a normal value. However, the PAG content for SR absorption spectroscopy experiment should be larger than that for sensitivity measurement, because in SR spectroscopy experiment the signal from the atomic elements of the resist film is too small.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Resist A</th>
<th>Resist B</th>
<th>Resist C</th>
<th>Resist D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base polymer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>poly (vinylphenol-co-tert butylacrylate) (PHS-TBA)</td>
<td>poly (vinylphenol-co-tert butylacrylate) (PHS-TBA)</td>
<td>poly (vinylphenol-co-tert butylacrylate) (PHS-TBA)</td>
<td>poly (vinylphenol-co-tert butylacrylate) (PHS-TBA)</td>
<td></td>
</tr>
<tr>
<td>Photoacid generator</td>
<td>TPS-Imidate-1</td>
<td>TPS-Imidate-2</td>
<td>TPS-Nonaflate</td>
<td>TPS-Cs</td>
</tr>
<tr>
<td>(content\textsuperscript{#1})</td>
<td>(2.04 mol%)</td>
<td>(1.34 mol%)</td>
<td>(2.02 mol%)</td>
<td>(2.09 mol%)</td>
</tr>
<tr>
<td>(content\textsuperscript{#2})</td>
<td>(6.11 mol%)</td>
<td>(4.03 mol%)</td>
<td>(6.06 mol%)</td>
<td>(6.18 mol%)</td>
</tr>
<tr>
<td>Solvent</td>
<td>propylene glycol monomethylether acetate (PGMEA)</td>
<td>propylene glycol monomethylether acetate (PGMEA)</td>
<td>propylene glycol monomethylether acetate (PGMEA)</td>
<td>propylene glycol monomethylether acetate (PGMEA)</td>
</tr>
</tbody>
</table>
when the PAG content is 2 mol%.

The resist solution was spin coated on a 4-inches silicon wafer and the prebake was carried out on a hot plate at the temperature of 130ºC in the time period of 90 s. The film thickness was measured by Nanometrics 6100A (NANOmetrics) and the resist film thickness was spin-coated to be 50 nm on a wafer. The EUV exposure to obtain the sensitivity curve in high accuracy, the resist sensitivity evaluation system which can simulate the EUV exposure spectrum of the six-mirror-imaging optics was installed at the BL3 beamline in NewSUBARU synchrotron radiation facility was utilized. This EUV spectrum which is same as the practical exposure tool such as ASML NXE3100B can be produced by the seven-time reflection by three-mirror optics.

2-2. SR photo absorption spectroscopy

X-ray spectroscopy (XPS) is a beneficial measurement method to analyze the atomic chemical behavior of the material. However, for the absorption spectroscopy measurement of the atomic which is a small content such as the photoinitiator of the EUV resist, the high brilliance light source such as synchrotron radiation (SR) light is beneficial in absorption spectroscopy. Thus, soft x-ray of the SR absorption spectroscopy was employed for the chemical reaction analysis for the EUV resist materials.

The SR absorption spectroscopy measurements were performed at the end station of the BL07B beamline at the NewSUBARU synchrotron radiation facility. The short undulator was employed as a light source of this beamline. This beamline consists of three glancing mirrors such as M0, M1 and M2, the monochromater (G), the entrance (S1) and exit (S2) slits and the end station exposure and analyzing chambers. The loadlock chamber was adapted to these chambers to exchange the sample. The variable-line-spacing plane gratings (VLSPG) were employed as monochromator. Three density types such as 600, 1200, and 2400 lines/mm were installed in the monochromator vacuum chamber. The photon energy region is from 80 eV and 800 eV in the SR spectroscopy. The exit slit size is 20 µm(H)×20 µm(V) and the SR light spot size on a sample is 1 mm(H)×1 mm (V). The energy resolution E/∆E is approximately 1000. The photon flux of the photon energy of 91.8 eV (λ=13.5 nm) is approximately 3.0×10^{11} photons/s/100mA. The absorption signal was obtained from the ratio of the photocurrent from the sample to the photocurrent from the gold mesh. The total energy resolution was approximately 0.1 eV. The photocurrent was measured by the electrometer (6514, Keithley).

The photon energy calibration was carried out by measuring the photon absorption spectrum of highly oriented pyrolytic graphite (HOPG). The photon energy at the absorption peak of the carbon π*-bonding was adjusted at the photon energy of 285.5 eV.

For the absorption measurement of carbon 1s core level, the measured energy region is 280-330 eV and 1200 lines/mm VLSPG was employed with the undulator gap of 48.0 mm. For the absorption measurement of fluorine 1s core level, the measured energy region is 685-735 eV and 2400 lines/mm VLSPG was employed with the undulator gap of 52.0 mm. The electron current generated on the sample is measured in the SR absorption experiment during the SR light exposure.

3. Results and Discussions

3.1 Sensitivity

The sensitivities curves of the resists A, B, C and D under EUV are shown in Fig. 1. The E0 values which is the exposure dose to clear the resist remained thickness after the development, of resists A, B, C and D are 1.1 mJ/cm², 2.7 mJ/cm², 3.8 mJ/cm², and 6.0 mJ/cm², respectively. The sensitivity differences of resists A, B, C, and D under EUV exposure would be discussed by the analysis of the SR photo absorption spectroscopy in the soft x-ray region.
3.2 SR absorption spectroscopy

The absorption spectra of carbon 1s core level for resists A, B, C and D were measured as shown in Fig.s 2, 3, 4 and 5, respectively. For each sample the measured energy range was from 280 eV to 330 eV. To highlight the peak height changes, the SR absorption spectra were plotted in the energy region from 280 eV to 295 eV. The absorption peak at 285.5 eV is corresponding the π*-bonding of the benzyl group in the cation of PAG (TPS). From the outgassing results25-29), this changes correspond to the cation of PAG such as TPS decomposition occurred by the secondary electron originated by the EUV irradiation as shown in Fig. 6. As the increasing the EUV dose, the absorption spectra of the π*-bonding became smaller. Furthermore, the absorption peak at 287 eV corresponds to the σ*-bonding of the protection group of tert-butylacrylate (TBA) of the base polymer. From the outgassing results25-29), this changes correspond only to the protecting group decomposition reaction of TBA in base polymer occurred by the secondary electron originated by the EUV irradiation as shown in Fig. 7.

Anion of PAG

The absorption spectra of fluorine 1s core level for resists A, B and C were measured by the SR absorption spectroscopic method. Figures 8, 9, and 10 show the results.
show the EUV exposure dose dependency of the absorption of fluorine 1s core level in resists A, B, and C, respectively. Comparison of Fig.s 8, 9, and 10, the fluorine of the anion of the PAG in resists A and B decompose easily rather than that of the anion of PAG in resist C.

As the results, the resist including imidate type in the anion of PAG which is easy to decompose in EUV irradiation has higher sensitivity rather than others. On the other hand, for TPS-Cs, there is not changes in the oxygen 1s core spectra as increasing EUV exposure dose. Thus as the anion of TPS-Cs is very stable, resist including TPS-Cs has lowest sensitivity.

In addition, to control the line edge roughness, generally shortening the acid diffusion in chemically amplified resist during PEB might be beneficial by increasing the molecular size of the anion of PAG. However, if the decomposition reaction of the anion of PAG in EUV irradiation is occurred strongly, the acid diffusion length might become large. Thus, the simultaneous achievement of the high sensitive and the shortening LWR, the anion decomposition reaction based on the direct excitation of PAG should be considered and analyzed.

Figure 11 shows two scheme of the decomposition reaction of the Imidate type PAG reaction under EUV irradiation. In Fig. 11(a), R Ph, and X indicate the base polymer such as PHS polymer, the benzyl group of the cation of PAG, and the anion of PAG, respectively. In Fig. 10(b), X is the anion of PAG, and X', X', and X'' are decomposition species from the anion of X which has a negative charge. N1, N2, and N3 are decomposition component which have a neutral charge. The dominant chemical reaction of the EUV light is ionization and the cation of the PAG decomposes by secondary electron as shown in Fig. 11(a).

(a) \[ \text{Ph}_2\text{S}^+\text{X}^- \overset{e^-}{\longrightarrow} \text{Ph}_2\text{S} + \text{Ph} + \text{X}^- \rightarrow \text{Ph}_2\text{S} + \text{PhH} + \text{H}^+\text{X}^- \] (for PAG)

(b) \[ \text{X}^- \overset{h\nu}{\longrightarrow} \text{H}^+ + \text{X}_1^+ + \text{H}^+ + \text{X}_2^+ + \text{N}_1 \]

or

\[ \text{X}^- \overset{h\nu}{\longrightarrow} \text{H}^+ + \text{X}_3^- + \text{N}_2 + \text{N}_3 \]

Fig. 11 (a) The decomposition reaction by the secondary electron generated from the ionization reaction and (b) the decomposition reaction of the anion of PAG by the direct excitation reaction under EUV irradiation.

For the decomposition reaction of the anion of PAG, it seems to not occur by the secondary electron. In the case of Imidate of PAG, the anion of PAG decomposes by the direct excitation of PAG as shown in Fig. 11(b). Therefore, the EUV
sensitivity of the model resists which contain Imidate as the anion of PAGs are higher than that contains Nonaflate and Cs as the anion of PAGs.

Therefore, the low sensitivity of the model resist contains TPS-Cs depends on the stable chemical structure of the anion of PAG. Otherwise, the high sensitivity of the model resist contains TPS-Imidate-1 and TPS-Imidate-2 depend on the decomposition reaction of the anion of PAG.

4. Conclusions
The chemical reaction in EUV irradiation of the several photoacid generators (PAGs) which employed triphenylsulfonium (TPS) salts as the cation of PAG, is discussed on the basis of the analysis using the SR absorption spectroscopy in the soft x-ray region. The fluorine atoms of the anion PAGs which have the chemical structure of the imidate type such as TPS-Imidate-1, and TPS-Imidate-2 strongly decomposed under EUV exposure. In the case of these PAG type, it is found that in addition to the ionization reaction, the anion decomposition reaction originated by the photo excitation of the photoacid generator might occur under EUV exposures. Thus the sensitivity seemed to be high comparison to tri-phenylsulfonium perfluorobutanesulfonate (TPS-Nonaflate) under EUV exposure. In the case of tri-phenylsulfonium camphorsulfonate (TPS-Cs), the anion which does not contain fluorine seemed to be very stable under EUV exposure and the sensitivity is lower than TPS-Nonaflate.

The SR absorption spectroscopy is a powerful analysis method to analyze the decomposition reaction of the anion of PAG. To satisfy the specification of the EUV resist which require for high volume manufacturing, all the chemical reaction should be taken in account, such as the ionization and the direct excitation reactions. Increasing the sensitivity, it might have more space to achieve the low LWR resist.
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Abstract
Defect-free mask production is a critical issue in extreme-ultraviolet (EUV) lithography. On EUV masks, phase defects are buried by multilayer coating, which is a serious EUV-specific issue. These defects should be hidden or be compensated completely by the absorber pattern for the production of defect-free masks. A phase image of the phase defects at the EUV lithography exposure wavelength is essential to characterize the defects. For characterization of phase defects, we have developed the micro coherent EUV microscope (micro-CSM). This system is lensless and is based on a coherent diffraction imaging method, which records diffraction images. The intensity and phase images of the defects are reconstructed through iterative calculations. The micro-CSM system has focusing optics of a Fresnel zone plate to observe small defect. The detection size limits of the phase defects were a width of 25 nm and a depth of 1.4 nm. Diffraction images from an asymmetric phase defect were related well to the defect shapes and volumes. The defect position was also inspected by mapping image that was measured using by step-and-repeat observation. The actinic defect signals were observed by the micro-CSM system.

Introduction
In extreme-ultraviolet (EUV) lithography, defect-free mask production is a critical issue for high-volume manufacturing of semiconductor devices. The mask is a master pattern for manufacture of a semiconductor device, and there must be no defects on this mask. The EUV mask is a reflective-type mask, unlike the transparent-type mask that is used for conventional 193 nm lithography. The EUV mask is coated with a Mo/Si multilayer followed by an absorber layer, in which patterns are printed to form the device pattern. However, phase structures such as bumps or pits on the substrate or particles in the multilayer can form printable defects in EUV exposure tools. For example, a shallow structure of 1 nm depth on the surface of a mask substrate can cause a large reflection phase shift of 53° at the 13.5-nm EUV wavelength. As a result, this buried defect is printable. The printability has been evaluated by some groups using EUV actinic microscopes. Buried defects can be detected efficiently at the mask blank state of manufacture.

We have developed a coherent EUV scatterometry microscope for phase defect characterization.[1–5] The sample phase defect was exposed using coherent EUV light, and the diffracted light was recorded using a CCD camera. To reconstruct the pattern image, the phase information of the diffraction image is required, but this information is not recorded. We use a coherent diffraction imaging (CDI) method[6–8] to retrieve the missing phase. With coherent illumination, the phase is embedded in the oversampled diffraction image. This phase information is then retrieved via iterative calculations using Fourier transforms and inverse Fourier transforms. The periodic structures of the line-and-space (L/S) and hole patterns and the aperiodic structures were reconstructed well.[2] In addition to the conventional intensity images, the phase images were also acquired by the CSM.[5] The EUV-phase shift value of an absorber structure and the phase difference in the L/S pattern with shadowing effects were evaluated, because they could cause actinic critical-dimension changes. The phase distribution of a 1 μm square-sized phase defect was also reconstructed, from which the phase value was quantitatively evaluated.[5] This EUV-phase distribution is the basic information required to predict defect printability at the EUV exposure tools. Because the defect shape on a glass substrate is different to the defect shape on a multilayer surface, the conventional atomic force microscope (AFM) tool cannot be used to evaluate the printability.

The illumination spot size of the CSM system was about 5 μm, which is too large for evaluation of a target defect that is less than 50 nm wide and 1 nm high. Therefore, the defect signal was much weaker than the background signals. The sources of these background signals were the CCD camera noise and scattering from the mask. The scattering noise problem in this system is an intrinsic problem, which cannot be avoided. For example, high
EUV illumination flux or even an ideal detector cannot improve the detection limit. Thus, we proposed the micro-CSM system with a focused illumination probe, which has a probe size of several hundred nm.[10] The phase distributions of small defects (< 50 nm wide, < 1 nm high) will be evaluated by the CDI method using the micro-CSM system. It is difficult to characterize such small defects using conventional EUV microscopes with objective lenses. Because the micro-CSM is a lensless system, the diffraction image is aberration-free and allows us to characterize the defect accurately. In this paper, we show preliminary results of the micro-CSM, which includes observation result of various phase defects.

**Experiments and Results**

Defect-free mask production is a critical issue in extreme-ultraviolet (EUV) lithography. On EUV masks, phase defects are buried by multilayer coating, which is a serious EUV-specific issue. These defects should be hidden or be compensated completely by the absorber pattern for the production of defect-free masks. A phase image of the phase defects at the EUV lithography exposure wavelength is essential to characterize the defects. For characterization of phase defects, we have developed the micro coherent EUV microscope (micro-CSM). This system is lensless and is based on a coherent diffraction imaging method, which records diffraction images. The intensity and phase images of the defects are reconstructed through iterative calculations. The micro-CSM system has focusing optics of a Fresnel zone plate to observe small defect. The detection size limits of the phase defects were a width of 25 nm and a depth of 1.4 nm. Diffraction images from an asymmetric phase defect were related well to the defect shapes and volumes. The defect position was also A schematic view of the micro-CSM system is shown in Fig. 1. The coherent EUV illumination is focused on the mask by a Fresnel zone plate (FZP). Diffraction from defects is recorded directly by a CCD camera. The focusing layout of the FZP is off-axis to use the reflection signal, and has a window that enables it to accept reflected EUV light.

![Figure 1. Schematic view of micro-CSM system. The EUV illumination light is focused by the off-axis FZP. Diffraction from defects is recorded directly by the CCD camera.](image1)

![Figure 2. Optical microscope image of the FZP. The half FZP is patterned on the SiC membrane. The focal length is 750 μm. This was taken by the sample side.](image2)
position to improve the spatial coherence. The FZP in the micro-CSM system was located 2.1 m downstream from the pinhole.

The FZP in the micro-CSM system was located 2.1 m downstream from the pinhole.

The diffraction signal from a defect is recorded using a back-illuminated CCD camera (Roper Scientific MTE-2048B). This camera can operate in a high-vacuum environment, and is cooled to a temperature of -50°C. The CCD surface is placed parallel to the mask surface. The imaging area is 27.6 × 27.6 mm², and contains 2048 × 2048 arrays of imaging pixels with areas of $13.5 \times 13.5 \mu m^2$. The CCD chip is located parallel to the mask, and the distance from chip to mask is approximately 50 mm. Therefore, the numerical aperture of the micro-CSM system is approximately 0.28. The acceptance angle of the main ray is ±16°. The estimated spatial resolution is 30 nm at half pitch. The sample mask was a blank EUV mask containing programmed bump structures on a glass substrate. The bumps were located with about 10 μm pitch. The designed bump height was 7 nm, while the bump width was varied in a range from 70 to 420 nm, and the bumps were square in shape.

Figure 3 shows the observation results for the programmed defect mask, which are diffraction images recorded by the CCD camera. Figure 3(a) shows an area without a defect, and (b) shows an area with a 70 nm-wide defect. The image intensity is shown in log scale. Direct reflection of the focused EUV (by the FZP pupil) and diffraction (scattering) were recorded. The observation positions were on (a) the no-defect region and (b) a 70 nm-wide defect.

The diffraction signal from a defect is recorded using a back-illuminated CCD camera (Roper Scientific MTE-2048B). This camera can operate in a high-vacuum environment, and is cooled to a temperature of -50°C. The CCD surface is placed parallel to the mask surface. The imaging area is 27.6 × 27.6 mm², and contains 2048 × 2048 arrays of imaging pixels with areas of $13.5 \times 13.5 \mu m^2$. The CCD chip is located parallel to the mask, and the distance from chip to mask is approximately 50 mm. Therefore, the numerical aperture of the micro-CSM system is approximately 0.28. The acceptance angle of the main ray is ±16°. The estimated spatial resolution is 30 nm at half pitch. The sample mask was a blank EUV mask containing programmed bump structures on a glass substrate. The bumps were located with about 10 μm pitch. The designed bump height was 7 nm, while the bump width was varied in a range from 70 to 420 nm, and the bumps were square in shape.

Figure 3 shows the observation results for the programmed defect mask, which are diffraction images recorded by the CCD camera. Figure 3(a) shows an area without a defect, and (b) shows an area with a 70 nm-wide defect. The image intensity is shown in log scale in both cases. The exposure time was 10 s. The CCD pixels were binned 4 × 4 to a pixel, and the array count of the CCD chip was 512 × 512. The bright signal of the center region is caused by the direct reflection of the focused beam, which corresponds to the FZP pupil. The signal had approximately 40,000 counts in the pupil. The lack of signal on the left side of the pupil is caused by the shadow of the folding mirror. The strong diffraction signal from the defect was recorded around the pupil shown in Fig. 3(b), where the signal was 10 times stronger than that without a defect. Figure 4 shows the signal profiles of phase defects with varied widths of 70, 90, 130, and 160 nm. The vertical axis indicates the detector intensity, and the horizontal axis indicates the angle from the chief ray. The diffraction signal increased with increasing defect width. The pupil signal decreased with increasing defect width, which was caused by the destructive interference of the defects. The defect signal decreased with increasing diffraction angle; the signal from a 70-nm-wide defect was the same as that without any defect at around 16°. The diffraction signal without any defects was not zero between 4° and 10°, because of the scattering signal caused by the mask roughness. This signal is the background signal of the micro-CSM system, which determines the defect size detection limit. This background signal did not depend on the illumination size. However, the diffraction signal from the defects depended on the illumination size. Thus, the position of the focus is very important for the micro-CSM system, which changes the illumination size. The distance from the FZP to the mask is measured by a capacitive sensor, and the best focus position was once evaluated using the 70 nm defect to maximize the defect signal.
For defect position inspection, we perform mapping measurements of the diffraction image, which are composed of step-and-repeat observations in both the X and Y directions. A 40 × 40 pixel mapping image is shown in Fig. 5. The diffraction images on the left were recorded with step distances of 400 nm, with movements performed by the piezo stage, and are shown as differences from the diffraction image of no-defect position. The center image is located on the defect. Each pixel of the figure on the right shows the integral diffraction signal. The diffraction images on the left correspond to the rectangular region indicated by the dashed line, which is the diffraction intensity around the 90-nm-wide programmed defect. The right-hand part of Fig. 5 includes 40 × 40 pixels of the 16 × 16 μm² region. In this measurement, the 400-μm-diameter pinhole at the beamline refocusing position was not used to increase the illumination size and intensity. The exposure time for each observation was very short at 0.1 s, which indicates strong illumination intensity.

In the mapping image, there were four programmed defects: two 90-nm-wide defects and two 80-nm-wide defects. All defect positions were clearly inspected during the mapping measurement. In addition to the programmed defects, there was also a diffraction signal from an actual defect. We measured the actual defect on the multilayer surface by AFM, which showed that the defect was 90 nm wide and 2.2 nm high. This AFM result indicates that the defect is a phase-type defect, because the defect volume is small. The micro-CSM system detected both the programmed defect and the actual phase defect.

We observed a 70-nm-wide defect by mapping measurements around a best-focus position. The mapping image at the best focus position is shown in Fig. 6, where the illumination size is minimized. The step distance was 50 nm, and the exposure time was 0.5 s. Because the defect width was much smaller than the illumination size, this image shows the illumination profile. The focused profile is almost circular, and was well focused. The scattering signal profile had a full width at half maximum (FWHM) of 250 nm. The illumination size was 230 nm, as evaluated by deconvolution of the defect width measured by AFM. In this deconvolution, the illumination profile and the defect profile were estimated to have Gaussian shapes. The
measured illumination size was 2 times larger than the size expected for the NA of 0.08. We will improve the FZP focusing conditions in future work to minimize the illumination size, which will then enlarge the defect signal.

Figure 7 shows the diffraction images of asymmetrically-shaped phase defects. Figure 7(a)-(d) show the AFM results, and Fig. 7(e)-(h) show the micro-CSM results for the same defects. Defects #19, #20, and #22 had oval shapes where the ratio of the long and the short axes was about 1:2. Defect #23 was the smallest phase defect on this programmed mask and was 60 nm wide and 2.2 nm high. The micro-CSM images were shown as differences from the diffraction image at a no-defect position. The diffraction signals of the oval defects had asymmetric diffraction, where the major axis corresponded perfectly to the minor axis of the AFM result. The diffraction signal is reciprocal space information of the defect. Therefore, the diffraction distribution of the micro-CSM system corresponds to the defect shapes. At the smallest defect, #23, the diffraction signal was also very small, and this was related to the phase defect volume. Thus, the micro-CSM measured both defect shape and defect volume. Because the diffraction orientation would be strongly dependent on the defect shape, the printability of the defect is also dependent on the defect shape.

To evaluate the size detection limit of the micro-CSM, we observed another programmed phase defect mask. The mask had programmed pit structures on the glass substrate. The designed defect size range and depth were 10 – 400 nm and 1 nm, respectively. We performed mapping measurements around the pit defects with 50 nm step distances, exposure times of 5 s, and 10 × 10 measurement points. Figure 8 shows the S/N ratio for each defect size. The horizontal axis indicates the defect width on the glass substrate as measured by AFM, which was completely different to that on the multilayer surface. The vertical axis indicates the S/N ratio of the defect signal and noise. Noise in this case means the standard deviation that was evaluated from the signal fluctuation of the no-defect region. The size detection limits for the phase defect were 25 nm in width and 1.4 nm in height. The mapping image of the smallest detectable defect is shown in Fig. 9. The diffraction signal of this defect was clearly observed. The integral intensity of the diffraction on the no-defect region fluctuated, and this determines the noise level.

The micro-CSM system with FZP focusing optics was developed to characterize defects on EUV masks, with a focusing size of approximately 230 nm in diameter. The micro-CSM is a lensless system; the diffraction signals from defects are recorded directly with a CCD camera. The phase defect size detection limits were approximately 25 nm in width and 1.4 nm in depth. An actual phase defect with a width of 90 nm and a height of 2.2 nm was also detected. The diffraction image was related to both the defect volume and the defect shape. The actinic defect printability can be estimated from the diffraction image without any optical aberrations. At the oval phase defects, the defect orientation corresponded perfectly with the diffraction image. The defect position was also inspected via mapping image measurements composed of step-and-repeat observations.

ACKNOWLEDGMENTS
This work is re-contracted research from the EUVL Infrastructure Development Center (EIDEC). EIDEC programs are supported by the New Energy and Industrial Technology Development Organization (NEDO).

References
Low-Temperature Activation of Boron in $\text{B}_{10}\text{H}_{14}$-doped Si wafer by Soft X-ray Irradiation

Akira Heya$^1$, Shota Hirano$^1$, Fumito Kusakabe$^1$, Naoto Matsuo$^1$, Kazuhiro Kanda$^2$

$^1$ University of Hyogo, 2167 Shosha, Himeji, Hyogo 671-2280, Japan
Phone: +81-79-267-4909 E-mail: heya@eng.u-hyogo.ac.jp
$^2$ LASTI, University of Hyogo, 3-1-2 Koto, Kamigori, Hyogo 678-1205, Japan

Abstract
Novel activation method of B dopant in Si wafer using a soft X-ray undulator was investigated. As the photon energy closed with the energy of the core level of Si $2p$, the activation was enhanced. The sheet resistance of soft X-ray irradiated sample was low in comparison with that of annealed sample. The low sheet resistance of 60 $\Omega$/sq was obtained using a mixture of $\text{B}_{10}\text{H}_{14}^+$ cluster and soft X-ray irradiation even at temperatures as low as 500 $^\circ$C. The B activation occurred by the atomic migration of Si atoms due to the composition of lattice vibration and Coulomb force via the electron excitation.

Introduction
Low-temperature activation is required for the fabrication of an ultra-shallow junction below 10 nm. A novel activation method of B dopant using a soft X-ray undulator at low temperature was developed [1]. The cluster-ion beam is expected to realize the ultra-shallow doping because the energy a dopant atom is low. In this study, we tried to obtain the low-sheet resistance using $\text{B}_{10}\text{H}_{14}^+$ cluster as a B source. The photon energy dependence of sheet resistance and the mechanism of soft X-ray activation was discussed in comparison with a thermal activation.

Experimental
B ion clusters ($\text{B}_{10}\text{H}_{14}^+$) were implanted to Si (100) wafer (n-type, 10-25 $\Omega$cm) with an energy of 47.8 keV and a dose of $6\times10^{15}$ cm$^{-2}$ ($0^\circ$ tilt).

The irradiation of soft X-ray was carried out at BL07A of NewSUBARU (Fig. 1). The storage-ring energy and storage-ring current were 1 GeV and 300mA, respectively. The photon energy was changed from 50 to 250 eV, with the dose quantity of 50 mA h. The irradiation time was 600 s. The pressure during irradiation was $6\times10^{-5}$ Pa. A part of sample was cooled using Cu holder with refrigerant of -20$^\circ$C. The surface temperature of Si wafer was measured via a ZnSe window by a pyrometer. The emissivity was 0.6. For the comparison, the annealing in N$_2$ atmosphere was carried out in the 100 - 800$^\circ$C range for 900 s.

The sheet resistance was measured by a four-point probe method at room temperature. In this study, correction factor of the four-point probe method was not used. The activation ratio is given by lrvin curve and implantation dose.

Results and discussion
The temperature and the sheet resistance of Si wafer as a function of photon energy are shown in Figs. 2 and 3, respectively. The temperature at the photon energy of 100 eV, which corresponds to the energy level of Si 2p core-electron (99.8 eV), shows the highest value. The Si 2p core-electrons are excited by soft X-ray irradiation and they relax resulting in a temperature increase. The activation was enhanced around 100 eV. According to Fermi golden role, the electron excitation is enhanced by closing with the energy of core level. It is found that the sheet resistance after soft X-ray irradiation strongly depended on the irradiated photon energy. In the case of cooled sample, the sheet resistance was decreased from 880 to 430 $\Omega$/sq after soft X-ray irradiation. It is found that the sheet resistance depend on not only thermal effect but also soft X-ray effect. It is considered that the dopant activation was enhanced by the electron excitation in core energy level during the soft X-ray irradiation.

The relationship between the sheet resistance and the treatment temperature is shown in Fig. 4. The sheet resistance of soft X-ray irradiated Si was lower than that of annealed Si. The tendency was as same as B$^+$-doped Si wafer [2]. The sheet resistance for $\text{B}_{10}\text{H}_{14}^+$ implant was low compared with B$^+$ implant at treatment temperature around 500$^\circ$C. The sheet resistance was reduced from 410 to 60 $\Omega$/sq by using $\text{B}_{10}\text{H}_{14}^+$ instead of B$^+$. 
Under this condition, the activation ratio is estimated to 36%. Although the dose of $B_{10}H_{14}^+$ implantation is only three times larger than $B^+$ implantation, the sheet resistance was decreased to one sixth. It is considered that the amorphization during implantation is enhanced by using $B_{10}H_{14}^+$. Therefore, the repair of ion implant damage within Si is easy to occur in comparison with $B^+$ implantation.

**Conclusions**
1) The activation of B dopant depends on photon energy because the B activation is enhanced by electron excitation and atomic movement.
2) The low sheet resistance of 60 $\Omega$/sq was obtained using $B_{10}H_{14}^+$ cluster and soft X-ray irradiation even at temperatures as low as 500 ˚C. The soft X-ray activation occurs by not only the thermal effect but also the excitation of the core electrons followed by the atomic migration.
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**Fig. 1.** A schematic diagram of soft X-ray activation apparatus and setup for measuring the sample temperature using a pyrometer. Soft X-ray is generated from a 2.28m-undulator at BL07A.

**Fig. 2.** Maximum sample temperature of $B_{10}H_{14}^+$-doped Si wafer during irradiation as a function of photon energy of soft X-ray. A part of sample was cooled by refrigerant.

**Fig. 3.** Sheet resistance of $B_{10}H_{14}^+$-doped Si wafer after soft X-ray irradiation as a function of photon energy of soft X-ray.

**Fig. 4.** Sheet resistance as a function of treatment temperature for $B_{10}H_{14}^+$-doped Si wafer. Open symbols show the annealed sample.
Two Modified Layers in the surface of Silica-Based Films by Undurator Radiation
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Abstract

Undurator radiation (UR) by the NewSUBARU is used to modify the surface in silica-based films for optical waveguide devices. It is found that the modifications are different between surface thin layers and inner layers for the samples irradiated by UR with the 1st peak energy ranging from 20 to 110eV. The thin layers with less than 5 nm thickness from the surface show strong reduction for both thermally-grown SiO₂ and synthetic silica glass by analyzing XPS (X-ray Photoelectron Spectroscopy) results. Amounts of the surface reduction show a clear dependence on the peak-energy of UR. Refractive index measurements before and after etching the surface reduction layers reveal that the higher refractive-index changes on the surface are mainly due to the surface reduction layer, and relatively lower refractive-index is also induced in the inner layer under the reduction layer.

Introduction

We use synchrotron radiation (SR) and undurator radiation (UR) for radiation-induced refractive-index changes in silica-based glass for optical devices. Our main objectives are to induce large refractive-index changes more effectively using SR or UR without a spectrometer, and to investigate their origins depending on wavelengths of SR or UR spectra. Especially, UR would be a very useful tool for the materials modifications, because it can select a useful wavelength and has very high intensity. For those reasons we mainly use UR for the present modification experiments. In this report, we investigate the modification effects on the surface of silica-based glasses irradiated with UR.

Experiments and Results

Experimental conditions are almost the same as in the previous experiments. UR (from the NewSUBARU BL-7A) was mainly used to investigate irradiation-wavelength effects. The electron energy of the SR was 1 GeV. The UR with the first peak energy ranging from 20 to 110eV was used. The samples were thermally grown SiO₂ films (0.5 μm thickness) on Si substrates or pure synthetic silica-glass. XPS measurements including in-situ etching were used to investigate the surface modification effects and depth profiles for the modification. Refractive index was measured by spectroscopic ellipsometry before and after etching the surface layer. Optical absorption spectroscopy was also used for analyzing irradiation defects and thereby the cause of the refractive index changes.

It is shown in Fig.1 that Si-Si bonds are generated on the surface of thermally-grown SiO₂ films, after irradiating UR with peak energy of 20eV by measuring Si2p peaks in XPS. Figure 1 also shows depth profiles of the Si-Si 2p peaks by in-situ etching. From the depth profiles, the Si-Si bond peaks disappear gradually within 5nm thickness, which shows a presence of a very thin reduction layer on the surface. Figure 2 shows that the amounts of the Si-Si bonds are increased by decreasing the UR peak energy from 90
to 20eV. After irradiating UR with peak energy over 100eV, Si-Si bonds were not found on the samples.

By measuring refractive indices after UR irradiation with peak energies from 20 to 110eV, high refractive-index changes ($10^{-2}$-$10^{-1}$) were found. Figure 3 indicates that there is a correlation between the refractive index and the amounts of Si-Si bonds appeared in Fig.2. The refractive-index changes were increased by decreasing the UR peak energy. Figure 4 shows that the higher refractive-index changes are decreased abruptly by removing the surface reduction layer by 20nm from the surface, while the lower refractive-indices ($10^{-2}$) remain after the surface etching. The refractive-index changes after the etching were nearly independent of the irradiation peak energy (in Fig.4).

Optical absorption spectroscopy revealed that many defects were in the UR-irradiated samples as shown in Fig.5. The surface defects might be caused by breaking of Si-O bonds and following desorption of O atoms. It was also found by the surface etching experiments that the most of the defects in Fig.5 were in the layer shallower than at least 20nm from the surface, while some defects remained after the etching. It is suggested that the remained defects after the etching are a major cause of the refractive-index changes in inner layer under the surface reduction layer.

From the results by the ellipsometry and the optical absorption measurements, it is found that the modification layers are separated into two parts of the surface (with less than 5nm thickness) and the inner layer in the samples by UR irradiation (Fig.6).

Conclusions
Refractive-index changes obtained by UR irradiation in silica-based films were found to be separated into two parts which were a higher refractive-index layer by surface reduction with less than 5nm thickness and relatively lower refractive-index layer by probably some irradiation defects. From our results, the higher refractive-index changes on the surface depended strongly on the irradiated UR peak energy. UR is expected to be a useful irradiation source for modifying materials effectively and controllably.
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Abstract

Microprocessing of poly(tetrafluoroethylene) (Teflon) and poly(methyl methacrylate) (PMMA) samples was carried out using soft X-ray from a laser produced Xe plasma source we developed. In the Teflon sample, a contact angle of a modified surface with a water drop increased from 90° to 110° by an irradiation without a mirror and a mask, while the angle decreased to 50° by an irradiation with them. Scanning electron microscopy showed numerous microprotuberances and a masked pattern having micro-concavities on the each sample surface. These suggested that the changes of the contact angle were ascribable to the microstructures of the Teflon surface. We succeeded in controlling the wettability of the Teflon surface from hydrophobic to hydrophilic by microprocessing using the laser plasma X-ray. In the PMMA sample, its etching rate was investigated using an irradiation with a large number of pulses (192000 pulses) and a low power density of 8×10^4 W/cm². The etching rate was calculated to be 5 pm/pulse and this was concluded to be a result by only photo-etching without thermal effect. We demonstrated pure photo-etching depth of ~1 µm.

Laser plasma X-ray is generated from high temperature and high density plasma produced by high intensity laser. This is useful for industrial applications as a compact light source with high intensity comparing to synchrotron radiation sources. In industrial uses of the X-ray, high average power is also required and we developed a laser produced Xe plasma source to satisfy this demand and started to study for microprocessing using this source. The developed soft X-ray source with a wavelength range of 5~17 nm consists of a rotating drum system supplying cryogenic Xe target and a high repetition rate pulse Nd:YAG slab laser. Fig. 1 shows a soft X-ray irradiation system to microprocess samples.

The drum target system we developed has a cylindrical drum filled with liquid nitrogen, which cools its copper surface to the temperature of liquid nitrogen. Xe gas is directed onto the surface and condenses to form a solid Xe layer. The solid Xe-layer coated drum rotates about the vertical z-axis and moves vertically along the z-axis, resulting in a spiral motion, supplying a fresh target surface continuously for every laser shot. Emission spectrum from the Xe plasma has a very broad bandwidth (5~17 nm), so it was expected to be a high efficient soft X-ray source. When a Nd:YAG laser irradiated the target with a laser energy of 800 mJ and 300 mJ, a conversion efficiency in bandwidth of 5~17 nm was found to be 30 % and 21 %, respectively. The irradiation laser with a high average power (100 W) and a high repetition rate pulse (320 Hz) was also developed originally. It is a PCM-MOPA (Phase Conjugated Mirror – Master Oscillator and Power Amplifier) Nd:YAG slab system. High average output soft X-ray of 20 W at the wavelength range of 5~17 nm was achieved by using both the target system and the laser.

Fig.1 Experimental setup of the soft X-ray irradiation system.
In order to increase an intensity of this soft X-ray, we used a focusing mirror. The mirror has a shape of a cylinder with three pieces of cylindrical Ru coated mirror. The piece with an angle of 101 degrees had a curvature radius of 26 mm. The X-ray energy intensity at a focal plane was measured to be 0.8 mJ/cm² using an X-ray diode. A beam pattern had a 1.8 mmf (FWHM) peak in a circle with a diameter of 24 mm[1].

Teflon PTEF: poly(tetrafluoroethylene) and PMMA: poly(methyl methacrylate) samples were irradiated to the soft-focused X-ray and their microprocessing was investigated[2].

In a Teflon sample, a contact angle of a modified surface with a water drop increased from 90° to 110° to by an irradiation without the mirror and a mask, while the angle decreased to 50° by an irradiation with the mirror and a Ni mesh (2000/inch) mask. Scanning electron microscopy showed numerous microprotuberances and a masked pattern having micro-concavities on the each sample surface (Fig.2). These suggested that the changes of the contact angle were ascribable to the microstructures of Teflon surface. We succeeded in controlling the wettability of the Teflon surface from hydrophobic to hydrophilic by microprocessing using the laser plasma X-ray.

PMMA is used for a resist in LIGA process and its etching rate for the laser plasma soft X-ray was investigated. After a large number of pulses (192000 pulses) with a low power density of $8 \times 10^4$ W/cm² irradiated a PMMA sample through the Ni mesh, an etched depth was measured using a laser microscope. The etching rate was calculated to be 5 pm/pulse and this was concluded to be only photo-etching without thermal effect. We demonstrated pure photo-etching of the PMMA surface with the depth of ~1µm using the laser plasma X-ray.

Fig.2 SEM pictures of the Teflon surface (left) and photographs of a water drop on it (right). The sample was irradiated without the mirror and the mask (upper), irradiated with them (lower).
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Abstract

We measure the broadband spectra of magnetic response in a single layered ferromagnetic nano-scale wire in order to investigate the size effect on ferromagnetic resonance. The resonance frequency difference between 300-nm- and 5-µm wide wires was varied by about 5 GHz. We detected the magnetization precession induced by the thermal direct current by using Wheatstone bridge circuit. Our investigation renders that the shape anisotropy is of great importance to control the resonance frequency and to provide thermal stability of the microwave devices.

Introduction

The investigation on magnetization dynamics at gigahertz frequency in artificial nano-magnets is a great important subject for many applications of magnetic materials, examples of which include magnetoresistive random access memory, microwave detector and oscillator. [1] Up to now, these studies, by using not only electrical detection but also magnetic imaging techniques such as time-revolved Kerr microscopy and micro focus Brillouin light scattering, have been reported. In particular, the electrical detection, which allows the indirect detection of the resistance oscillation as a function of the input microwave signal frequency for the devices, provides high sensitive detection for magnetization dynamics on these devices below the several hundred nanometer scale. When we use a nano-scale magnet as a microwave device in a radio-frequency region, the magnetization fluctuation noise plays an important role. [2, 3] Several kinds of noise may restrict the signal-to-noise ratio, since the high-frequency thermal fluctuation of magnetization increases with the inverse of the device volume and it substantially limits both in the nano-scale device size and in the increase of the operating frequency. The theoretical and experimental understanding of the fundamental limitation is of practical importance.

The investigation on the non-equilibrium behavior of these systems is of great interest from a viewpoint of complicated magnetic processes; for example, the thermal nucleation of magnetic domain and the magnetization damping accompanied with the spin wave excitation. These problems have been investigated by the approach through simplifications that have proved successful in the theory of the stochastic processes. [3, 4]

Experiments and Results

We measure the broadband spectra of magnetic response in a single layered ferromagnetic nano-scale wire in order to investigate the size effect on the ferromagnetic resonance. We found that the resonance frequency difference between 300-nm- and 5-µm-wide wires was varied by about 5 GHz due to the shape anisotropy. Furthermore, we experimentally detected the magnetization precession induced by the thermal fluctuation via the rectification of a radio-frequency (rf) current by incorporating an additional direct current (dc) by using Wheatstone bridge circuit. Our investigation renders that the shape anisotropy is of great importance to control the resonance frequency and to provide thermal stability of the microwave devices.

We investigate electrical broadband spectroscopy for magnetic response including the noise in a single layered Ni₈₁Fe₁₉ (Permalloy: Py) wire. The soft-ferromagnetic Py nano-scale wires are fabricated onto a polished MgO (100) substrate by means of high-resolution electron beam lithography with a standard lift-off technique. The thickness \( t \), width \( W \) and length \( L \) of the Py wires prepared in this study are summarized in Table I. The coordinate systems are defined as shown in Fig. 1(a). Here, we assume that the wire system is a single-domain magnetic particle. The longitudinal axis and short axis of the wire are parallel to the \( x \)- and \( y \)-axes in the plane, respectively. The \( K₇ \) and \( K₈ \) are the hard and easy axis anisotropy constants in the out-of-plane and in-plane directions, respectively. The wires are placed between the center strip-line of the coplanar waveguide (CPW) comprising Au conductive strip with thickness of 100 nm. The ground-signal-ground (GSG) typed microwave probe is connected to the system. The real part of \( S₁₁ \) is measured by a vector network analyzer (VNA), and dc voltage difference induced by the rf current flowing through the wire is detected by the bias tee circuit which can separate the dc and rf components of the current. The optical micrograph image is shown in Fig. 1(b). In addition, the broadband spectroscopy under the application of the dc current is measured by Wheatstone bridge circuit as shown in Fig. 1(b). An external magnetic field \( H_{ext} \) is applied in the substrate.
plane along the angle $\phi_H$ from the longitudinal axis of the Py wire. All experimental measurements are performed at room temperature.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Length (µm)</th>
<th>Width (nm)</th>
<th>Thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>20</td>
<td>300</td>
<td>50</td>
</tr>
<tr>
<td>#2</td>
<td>20</td>
<td>650</td>
<td>50</td>
</tr>
<tr>
<td>#3</td>
<td>20</td>
<td>2200</td>
<td>50</td>
</tr>
<tr>
<td>#4</td>
<td>100</td>
<td>5000</td>
<td>30</td>
</tr>
<tr>
<td>#5</td>
<td>100</td>
<td>1000</td>
<td>30</td>
</tr>
</tbody>
</table>

Fig. 1(a) Schematic of system coordinate and notation definition. $m$ is the unit vector of the magnetic moment. (b) Schematic diagram of the broadband magnetic response measurement circuit using Wheatstone bridge.

The magnetic field was applied at angle $\phi_H = 45^\circ$ to the longitudinal axis of the wire #2 in plane. Figures 2(a) and 2(b) show the magnetic field dependence of real part of S11 and rectifying spectra in the wire #2, respectively. For clarity, the measured spectra are vertically shifted. As shown in the S11 spectra, we can see a stationary peak positions at 9 GHz and a shift towards the higher frequency with increasing the magnetic field. The former stationary peak corresponds to the natural FMR mode in the absence of the magnetic field in this case, because we calibrate the S11 spectrum of the wire in the magnetic field of 0 G. The later shift represents the ferromagnetic resonance.
The resonance frequencies determined by the measurements of S11 and rectifying effect are the almost same as shown in Figs. 2(a) and 2(b). The response signal from the intrinsic ferromagnetic resonance in the S11 is overlapped the extrinsic signal which gives the stationary peak. On the other hand, the rectifying effect can reveal the only intrinsic response signal as shown in Fig. 2(b). The results suggest that the rectifying effect is more suitable to detect the spin dynamics in the nano-scale magnets.

The magnetic field dependence of the resonance frequency of each wire is shown in Fig. 3(a). The resonance frequency increases with increasing magnetic field, as expected by the following extended Kittel equation given by [5, 6] 

\[ \omega_0 = \gamma \mu_0 \sqrt{(H_{ext} + H_{K}^1 + H_{K}^2)(H_{ext} + H_{K}^1)}. \]  

(1)

where \( \gamma \) is the gyromagnetic ratio and \( \mu_0 \) is the magnetic permeability. Generally assuming that the present system is treated as the single-domain magnetic particle, the easy and hard anisotropic fields are given by \( H_{K}^1 = \frac{2K_1}{\mu_0 M_S} \) and \( H_{K}^2 = \frac{2K_2}{\mu_0 M_S} \). When a static magnetic field is applied at the angle \( \phi_H \) from the longitudinal axis of the wire in the plane, the resonance frequency is modified as the following: [5, 6] 

\[ \omega_0 = \gamma \mu_0 \sqrt{H_{Keff}^1 H_{Keff}^2}. \]  

(2)

where

\[ H_{Keff}^1 = H_{ext} \cos(\phi_H - \phi) + M_S(N_y - N_x) \cos 2\phi \]  

(3)

\[ H_{Keff}^2 = H_{ext} \cos(\phi_H - \phi) + M_S(N_x \cos^2 \phi + N_y \sin^2 \phi) \]  

(4)

Here, \( M_S \) is the saturation magnetization, \( N_\alpha (\alpha = x, y, z) \) the demagnetizing factors in the Cartesian coordinate system \( (x, y, z) \) and \( \phi \) the angle between the longitudinal axis of the wire and the effective magnetic moment vector (see Fig. 1(a)). The Equation (2) enables us to determine the demagnetizing factors and to control the resonance frequency by shape of the sample. The demagnetizing factors can be analytically calculated by Aharoni’s theory. [7] Using the calculated demagnetizing factors summarized in Table II, \( M_S = 1.08 \, T \) for the Py and \( \phi = 22^\circ \), we plot the fitting curves given by Eq. (2) as a function of magnetic field as shown in Fig. 3(a). The fitting curves are in fairly good agreement with the experimental data. Concurrently with the fitting results, this fact indicates that the effective magnetization in the wire is not aligned in the parallel direction of the applied magnetic field because of the strong magnetic shape anisotropy. In the absence of the magnetic field, the anisotropy field of the width direction \( H_{Keff}^2 \) cannot be neglected. These results indicate that the shape anisotropy enables us to control the resonance frequency and to provide the design guideline for the microwave devices.
We investigate the excitation of magnetization precession due to the application of the dc current. Figure 4(a) shows the dc current dependence of the rectifying spectra peak height in the magnetic field of 100 Oe at $\phi_H = 45^\circ$. The dc current dependence of the spectra is shown in the inset of Fig. 4(b). As shown in the inset, the dc current excited the resonance peak. The full width at half maximum (FWHM) is plotted as a function of dc current as shown in Fig. 4(b). We found that the spectrum amplitude (peak height at the FMR state) is proportional to the dc current and the FWHM increases with the increment of the dc current. This dc current dependence of the FWHM correlates well with the parabolic fitting curve as shown in Fig. 4(b). These results indicate that the Joule heating due to the dc current [8, 9] induces the thermal excitation of magnetization precession and produces the rectifying spectra due to the excitation of the higher dipole-spin wave mode.

Fig. 4 (a) Peak strength and (b) Full width at half maximum (FWHM) of rectifying spectra excited by dc + rf currents as a function of dc current. The applied field of 100 G was fixed at $\phi_H = 45^\circ$ in the plane. The inset of Fig. 4(a) shows the dc current dependence of the rectifying spectra.
Conclusion

Thus, the present experimental results reveal that our electrical Wheatstone bridge measurement technique is useful for the high sensitive detection of the small magnetization precession in a nano-scale magnetic wire under the application of the dc current. This measurement technique and investigation open the door to the fundamental spin dynamics of nano-scale magnets with very easy operation and design guideline of the rf-devices using the nano-scale magnets.
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ABSTRACT
We have made a new imaging optics called the Dihedral Corner Reflector Array (DCRA) which is designed to make the floating image by using synchrotron radiation. DCRA consists of numerous micro-mirrors placed perpendicular to the surface of substrate. The micro-mirror is implemented by the side of minute square pillar. The primordial is based on two reflections by a pair of adjacent mutually perpendicular mirrors, i.e., a dihedral corner reflector. Although the principal of operation is based on reflection by mirrors, the device is also transmissive and deflects light. Primordial of DCRA is not so complicated. However, it is too difficult to fabricate the DCRA by usual machining because of high aspect ratio micromachining. Therefore, in this manuscript, we fabricated the device by deep X-ray lithography due to synchrotron radiation. The characteristics of the fabricated DCRA are evaluated by the optical transmission and reflection measurements.

1. INTRODUCTION
We have made a new imaging optics called the Dihedral Corner Reflector Array (DCRA) which is designed to make the floating image by using synchrotron radiation. DCRA as shown in Figure 1 (a), it consists of numerous pair of perpendicular micro-mirrors i.e., a dihedral corner reflector (DCR) placed perpendicular to the surface of substrate [1]. DCR on the substrate can converge all the light from a light source onto the reflection-symmetric point of the source. (Fig 1(b)) As a result, floating image issue the same light when observing the light source, the array of numerous dihedral corner reflectors, namely DCRA, can realize the floating image. The DCR is implemented by the side of minute square pillar. Therefore it is impossible to polish them in pre- or post-processes. And, the micro-fabrication of high precision is required for the fabrication of DCRA. The fabrication process using the SR enables us to fabricate the DCRA structure within the limit of accuracy of about 10 nm. [2] Therefore, in this manuscript, we fabricated the device by deep X-ray lithography due to synchrotron radiation. The characteristics of the fabricated DCRA are evaluated by the DCRA transmittance.

2. EXPERIMENT
In this manuscript, we fabricated the pillar patterned DCRA made of Poly-methyl methacrylate (PMMA) by using synchrotron radiation. The pillar pattern DCRA utilizing the light from the light source passes through the interior of the PMMA, and totally reflected by the difference in refractive index between air. Figure 2 shows schematic of dimensions of our DCRA device. And Table 1 shows dimension of DCRA. Here, we postulate that the transmittance of DCRA is the percentage of incident light through the reflection-symmetric point. The transmittance is given by

\begin{equation}
\text{Transmittance} = I \times R^2 \times T,
\end{equation}

where \( I \) is the ideal transmittance, \( R \) is reflectance of micro-mirror, and \( T \) is the losses, which is defined as the attenuation of intensity of the incident light after passing through the DCRA.

Reflectance of micro-mirrors is the most important factor in imaging by DCRA. In this study, we evaluate the characteristics of the fabricated DCRA by measuring the dimension, perpendicularly of the reflector, fractional and reflection. The reflectance ratio are measured by measurement system as shown in Fig.3. In order to evaluate the angle \( \phi \) dependence of the single reflection of the DCRA at 700 nm in wavelength, we fixed the DCRA at the angle \( \theta = 25^\circ \). As shown in Fig. 4, two reflection peaks are observed. The peak with the larger amplitude (at about \( \phi = 0^\circ \)) corresponds to the refractive incident light. The other is the single reflection of the light by the DCRA. If the ideal DCRA was fabricated, we would obtain the single reflection peak at \( \phi = 50^\circ \) in this experimental setup. And reflection of our devise is 15%. However, we found the single reflection was extended in the \( \phi \) range between 40\(^\circ\) and 70\(^\circ\) because the reflected light was spread by the
distortion due to the taper. The actual fraction transmitted is estimated to be 5.4% by substituting the measured value into Equation (1). Figures 5(a) and 5(b) show a typical optical microscope image of top view and cross section of the micro-pillars in the fabricated DCRA, respectively. The measured average dimensions of the DCRA are summarized in Table 2. The measured dimensions except the perpendicularity are almost in good agreement with the design dimensions. The perpendicularity of the fabricated pillars have about 6 minute taper.

3. CONCLUSION

We proposed novel imaging optics with micro-dihedral corner reflector arrays (DCRA) which can form a reflection-symmetric image as a real image in the air. Although the performance of the DCRA was not good, the fabricated DCRA enables us to observe a floating image. Now, we couldn’t measure the perpendicularity and reflectance of a single pillar. Our main work to improve imaging in the future is to increase transmittance and establish the quantitative measurement method of resolution and reflection ratio.
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Table 1. Dimension of DCRA

<table>
<thead>
<tr>
<th>position</th>
<th>dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pillar dimension [µm]</td>
<td>150</td>
</tr>
<tr>
<td>Pillar height [µm]</td>
<td>300</td>
</tr>
<tr>
<td>Pitch[µm]</td>
<td>25</td>
</tr>
<tr>
<td>Aperture ratio[%]</td>
<td>64.9</td>
</tr>
<tr>
<td>Perpendicularity[deg]</td>
<td>90</td>
</tr>
<tr>
<td>Roughness[nm]</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2. Dimension of manufactured DCRA

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pillar dimension [µm]</td>
<td>150.92</td>
</tr>
<tr>
<td>Pitch[µm]</td>
<td>25.87</td>
</tr>
<tr>
<td>Pillar height [µm]</td>
<td>326.78</td>
</tr>
<tr>
<td>Perpendicularity[minute]</td>
<td>5.8</td>
</tr>
</tbody>
</table>
Evaluation of localized friction for antisticking layer by atomic force microscopy
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Nanoimprint lithography (NIL)1) is able to produce the nanostructures with high precision. The nanoimprint mold is usually coated with an antisticking layer (ASL) because NIL is a contact process and it is necessary to prevent the adhesion of resin. It is known that the ASL deteriorates with repeated nanoimprinting. Hence, we have to study the cause of ASL deterioration induced by repeated nanoimprinting. However, this is a difficult issue because NIL includes several factors such as localized movement, chemical reaction, and UV irradiation, etc. and these factors influence the ASL deterioration. One of the factors that ASL deteriorates during nanoimprinting is a localized friction between the ASL and nanoimprint resin, as shown in Fig. 1. Atomic force microscope (AFM) is a useful tool to observe the sub-nm- and nm-order morphology. In AFM observation, there are three types of mode, contact mode, dynamic force mode (also called tapping mode), and non-contact mode. We focused on the contact mode-AFM because a cantilever is in direct contact with a sample and is scanning on the sample during observation. This means that the localized friction between the cantilever tip and sample occurs during contact mode-AFM observation. Furthermore, we can measure the adhesion and frictional forces on the sample by AFM. In previous work, we reported the abrasion test of ASL formed using (3 3 3-trifluoropropyl)trimethoxysilane (FAS-3) by AFM2). However, FAS-3 is rarely used as the nanoimprint ASL due to a worse release property and the number of rubbing was only about 600 times in the measurement. In this study, we used ASL formed using (tridecafluoro-1,1,2,2-tetrahydrooctyl)trimethoxysilane (FAS-13) which has a good release property, and carried out abrasion test by AFM with rubbing over 5000 times.

We used a sphere tip (NanoWorld AG) instead of a standard cantilever which has a sharp tip to avoid scratching. The sphere diameter was 0.8 μm. Figure 2 shows the illustration diagram of abrasion test by AFM using the sphere tip. The ASL was coated on SiO2/Si substrate with mesa structure. The mesa structure was 1.6 μm × 1.6 μm. The continuous contact-mode AFM was carried out on the mesa structure, and the adhesion and frictional forces were intermittently measured on the rubbed area. The subbed area was 1 μm × 1 μm. The contact force and scanning speed were 200 nm and 10 Hz, respectively. We defined a one scan as a one rubbing time. Figures 3(a) and 3(b) show the adhesion and frictional forces on the rubbed ASL as a function of number of rubbing times. The adhesion force before abrasion test was the highest in the measurement. We assumed that the ASL was contaminated before starting the test. Contrary to our expectations, the adhesion and frictional forces increased and decreased during the test. After abrasion test, we observed the ASL by dynamic force mode-AFM, as shown in Fig. 4. The ASL surface state was affected by rubbing of sphere tip. We assumed from these results that the contamination attached to the top of sphere tip and removed during rubbing and affected the adhesion and frictional force measurements.
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Figure 1 Illustration diagram of demolding process.

Figure 2 Illustration diagram of abrasion test by AFM.

Figure 3 (a) Adhesion and (b) frictional forces on ASL during abrasion test by AFM.

Figure 4 (a) Topographic and (b) phase images of FAS-13 after abrasion test by AFM.